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5 Node M.R.F. with 3 Cliques

Node B: I enjoy fresh air

Node A: I pet my dog

Node C: I talk to my neighbors

Node D: I put something on a leash

Node E: I meet other dog walkers

Figure 1: Sample miniature LifeNet graph.

1 Belief Propagation

Each probabilistic relationship between LifeNet
phrases exists as a tabular probability distri-
bution. These cliques relate the nodes within
the markov field. We will refer to these cliques
as ψi for i = {1, 2. . ., C} when C is the num-
ber of cliques within LifeNet. ψi is defined in
terms of the probability distribution of the set
of variables within that clique, ψiX . The current
version of LifeNet assumes the independence of
these probability distributions, and this is what
allows us to write the potential factors, ψi, in
terms of these simple probabilities:

ψi = P (ψiX). (1)

LifeNet will learn from the experience gained
from real world experience data such as the Di-

Probability Distribution Table

(M.R.F. Clique Potential)

A B C P(A,B,C)
0 0 0 0.5
0 0 1 0.1
0 1 0 0.025
0 1 1 0.05
1 0 0 0.125
1 0 1 0.05
1 1 0 0.05
1 1 1 0.1

C D P(C,D)
0 0 0.5
0 1 0.1
1 0 0.025
1 1 0.05
0 0 0.125
0 1 0.05
1 0 0.05
1 1 0.1

D E P(D,E)
0 0 0.5
0 1 0.1
1 0 0.025
1 1 0.05
0 0 0.125
0 1 0.05
1 0 0.05
1 1 0.1

Figure 2: Samples of LifeNet tabular potential
factors, ψi.

ary application, which will provide a rich source
of temporal event sequences and concurrences.

LifeNet factors, ψi, are tabular functions of
the states of those factors, ψiX . Three sample
tabular potential factors are shown in figure 2.

LifeNet’s belief propagation algorithm accepts
evidence, E, for the probability of a subset of
LifeNet’s nodes. Given this evidence, belief
propagation can efficiently estimate the proba-
bilities of the remaining nodes. Let ξ0 be the
initial estimate of P (X|E), which is the initial
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state of the iterating belief propagation algo-
rithm. Within LifeNet, we assume ξ0

i = 0.5 for
all i ∈ {1, 2, . . ., N}, where N is the total number
of nodes within LifeNet. Our purpose for using
the belief propagation algorithm is that it is an
efficient albeit unreliable method of iteratively
calculating the following limit:

lim
k→∞

ξk = P (X|E) (2)

For each node, Xi, we find a new estimate of
P (Xi|E), based on the current probability esti-
mates, ξki , which gives us ξk+1

i . At each iteration,
the probabilities for the nodes within the markov

blanket for each node is assumed to be equal to
the most recent probability estimates for those
nodes in the blanket.

The markov blanket
1 for a node, Xi, in

LifeNet, or any M.R.F., is equal to the set of
cliques that contain that node. The subset of
all cliques, ψ, that contain a node, Xi, is the
markov blanket, Xiβ , of that node:

Xiβ = {ψ : Xi ∈ ψ}. (4)

The markov blanket of Xi is the minimal set of
nodes that when known, effectively make P (Xi)
independent from any other evidence within the
network.

The clique potential functions, ψ(Λ), are tab-
ular as shown in figure 2. For each potential
function ψi(Λ), the domain, Λ is not a binary
space but is instead a bounded real space such
that

Λ ∈ [0 − 1]|ψi|, (5)

where |ψi| is the dimensionality of the clique, ψi.
This function is calculated by making a weighted
sum of every tabular entry in the potential. The

1
markov blanket : In this paper, we refer to the markov

blanket at the set of cliques that a node belongs to be-
cause this is easier within the M.R.F. framework, but in
general the markov blanket is referred to as the set of
nodes that are contained within these cliques. Or more
generally, the set of nodes when whose probabilities are
known fully specify the probability of that node such that

P (Xi|Xiβ) = P (Xi|Xiβ , E) (3)

for any evidence, E.

linear weighting is equal to the probability of
that entry being true, given the domain, Λ.

The belief propagation algorithm uses the po-
tential functions by setting the domain at itera-
tion, k, to be

Λk = (E, ξk) (6)

The iterative algorithm for updating the prob-
ability estimates, ξi, for each of the nodes is

ξk+1

i =
∏

ψ∈Xiβ

ψ(Λk), for i∈{1, 2, . . ., N}. (7)
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